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(LLMs) show promise for text simplification, but often fail to adapt to diverse reader
proficiencies.
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Efficient Model Tuning: A small 49 §tudies with 12,067 pa_tier-1t.s were revi.ewec.i. 38 T-here were 49 studies abc?ut patients with

studies compared ACE inhibitors (ACEi) with afhigh blood pressure and kidney problems.
Self-Instruct-tuned model placebo, 4 compared angiotensin Il receptorf38 studies compared the use of ACE
achieves comparable readability |antagonists (AIIRA) with a placebo, and 7[inhibitors (medications that help the heart
for FAL users, outperforming compared ACEi and AlIRA directly. and blood vessels relax) with a placebo (a
dummy treatment)

and content fidelity.

larger general and Conclusion
domain-specific models. e General-purpose models like Mistral excel
Domain Knowledge Impact: at preserving semantic content, while

_ _ iIn-context prompting of models like
We evaluate how biomedical Llama-3.1-8B achieves the highest

knowledge—via domain-specific readability scores.

LLMs and external knowledge e Conversely, a small, self-instruct tuned

.t . facts simplificat model (Llama-3.2-3B) achieves comparable
Integration—atects simpincation readability for FAL audiences.
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