LOW Resource Language
Modelling
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Given a sequence of context words, a language model predicts the next word in the
sentence. More formally, a language model assigns a probability to a sequence of words.
Modern language models are trained on large datasets, however, many of South Africa’s
languages are low resource — there is little text data available for training language models.

We evaluate different language models and training methods for modelling South African
languages.
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.. n-gram 1000
isiZulu

- pgram | 1000 We trained traditional N-gram language models using modified Kneser-Ney smoothing
naram 11000 r and Feedforward Neural Network language models (FFNNLM) on the low-resource
iiﬁﬂ; i:z:zt:t* South African Languages isiZulu and Sepedi. We showed that for both the languages of
isiZulu and Sepedi, in low-resource conditions, traditional n-gram models and
Feedforward Neural Network language models performed similarly in terms of
performance. The FFNNLM slightly outperformed the n-gram language model when
evaluated on the language isiZulu, however, the n-gram language model slightly

outperformed the FFNNLM when evaluated on the language Sepedi.

Autshumato Dataset (lower is better)

Recurrent Neural Networks

We tested QRNNs and AWD-LSTMs against a basic LSTM model — on different
sized isiZulu and Sepedi Corpora — to determine the effectiveness of the more
complex architectures when applied to low resource languages.

Across all datasets the QRNN and AWD-LSTM models notably outperformed
the standard LSTM model.
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Transformers

We trained Transformer language models on different combinations of low-resource
South African languages. We showed that when developing isiZulu and Sepedi language
_ - models, training on data from all South African Bantu languages yielded improved

performance over training on the individual language or on languages from the same
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— family.




